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MODELLING OF SCENARIOS OF THE CRISIS PHENOMENA
TRANSFER AMONG FINANCIAL MARKETS
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Abstract. The phenomenon of crisis transference among financial markets in different countries is especially
evident during the global financial crisis of 2007-2009. Abnormal imbalances emerged in the market of secondary
financial instruments in the United States in the second half of 2006 and quickly spread to the financial markets of
most countries of the world. However, the rate of fall of the main macroeconomic indicators, the duration of the
latent period (the time between the date of the beginning of the financial crisis in the source country and date of
the recorded fall in GDP of the country that is subjected to “contagion” (Strelchenko, 2016), and recovery period
are substantially different. To generate an effective economic policy actually, there is a task of determining the
possible scenarios of transferring crisis. The research subject is a process of transfer of the crisis phenomena among
the financial markets of countries with different levels of economic development. Methodology. The paper presents
the results of a study on the differentiation of the financial markets reactions to the crisis transfer. To build the
corresponding classification model, self-organization Kohonen neural networks are used. The purpose of this work
is to build a neural network model for clustering economies according to the response to external financial shocks.
This model allows predicting the scenarios of transferring crisis among financial markets. Conclusion. As a result of
the study, there is built a neural network with the architecture of the Kohonen map. The neural network has one
hidden layer consisting of six neurons and has a hexagonal structure. Six clusters describe six possible scenarios
of the economy dynamics under the impact of the transfer of crises. Cluster number one and two unite countries
characterized by a short period of economic recovery and return of the main macroeconomic indicators to the pre-
crisis levels. A longer recovery period and high volatility in exchange rates, gross domestic product, and decline in
export-import operations characterize the third and fourth clusters of SOM. As for the countries that were in the last
two clusters (including Ukraine), then the result of the crisis phenomena transfer is that the average amplitude of
the fall in macroeconomic indicators exceeded 15% for the sixth cluster, and 9% for cluster number 5.
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network.

JEL Classifiaction: C38, C45, GO1, G15

1. Introduction

Based on studies of the mechanisms of transboundary
transfer of financial crises rests the modern theory of
“contagion” (Kaminsky, Reinhart, 2001; Calvo, Reinhar,
1995; Sachs, Tornell, Velasco, 1996). The effect of
“contagion” is evident in the atypical fall in exchange
rates, stock prices, government bonds, stock indices, etc.
(Strelchenko, 2016).

The analysis of researches on the theory of “contagion”
reveals the following features specific to the processes of
cross-border transfer of financial shocks:

1. The effects of transmission of financial shocks
differ significantly depending on the level of economic
development, liberalization of the market economy,
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corruption and shadow economy mode of operation of
the exchange rate, etc.

2. In some cases, especially “contagion” exposed
country with strong historical trade links. Because
of this, the shortest latent period of the reaction is
observed in the group of countries that are compactly
located near the country — the sources of the crisis.
For example, during the “Asian flu” in 1997-1999 -
among the new industrialized countries width the
Asian development model of the national economy,
and the so-called “Tequila effect” in South America
(1994).

To identify groups of countries with similar response
functions for the spread of financial shocks, promising
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is the use of neural networks, in particular, models
with radial basis architecture or Kohonen maps.

2. The advantage of using neural networks in
problems of classification

One of the most important applications of neural
networks is classification. Often, these tasks do not
include final reference values for learning neural
networks. Their goal is to divide the original sample
into groups according to the specific characteristics of
similarity. To address these challenges, self-organizing
neural networks are successfully used.

The most famous algorithm for constructing a neural
network of this type is the algorithm WTA or “winner
takes all” (Kohonen, 2001).

Neural networks, learning without a teacher on the
WTA algorithm and implement clustering training
samples according to certain criteria, better known
as maps, which organize themselves - SOFM (Self-
Organizing Feature Map) or Kohonen maps (Kohonen,
2001).

According to problems solved with Kohonen maps, it
is necessary to note the following:

- elements within a specific cluster should be similar
on certain grounds;
- similar clusters should be located close to each other.

Procedure of training the SOFM by WTA-rule
consists of the following steps (Kroese, 1996):

1. Prior to the training, it is necessary to set the map
topology: rectangular or hexagonal (Fig. 1).
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Fig. 1. Possible configurations of Kohonen maps:
a) hexagonal; b) rectangular.
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2. Sets the radius update. It defines the range of
neighbouring neurons to be training (Fig. 2).

3. Set the initial matrix of synaptic connections

4. For each cluster element calculate the distance to
the training vector by the equation:

dq :Z(qu _xp)z’ (1)

P
and choose the winner neuron to a minimum value dq.
5. For the winning neuron and nodes within a
specified radius, update the weights according to the
WTA-rule (Kohonen, 2001):

Wp(ti):Wp(tifl)-i-'n.A.[xp _Wp(ti—l)]) (2)

where w,(#,,), w,(#;) — p-th neuron setting of
Kohonen map before and after correction, respectively;
x,(t;) - p-th element of input data vector submitted to
the t-th training step; 1 — learning rate, 0<n<1 , which
changes in the process of self-organization of a neural
network (usually the initial value closer to unity and
gradually decreasing); A - the neighbourhood function
between neuron and neuron-winner, which determines
the size of the weight adjustment of connections for
each neuron (for the winning neuron, neighbourhood
function is equal to one and decreases when it moves
away from by linear or exponential law).
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@ - element to be training for r = 0;
@ - element to be training for r =1;
® - element to be training for r =2;
O - element to be training for r =3.

Fig. 2. Choice neighbouring neurons to study,
according to the size range:

6. The learning process continues as long as the
synaptic weights of the current training cycle compared
with the previous one become insignificant.

Compared to other mathematical tools designed to
support decision-making in conditions of uncertainty
and the large number of influencing factors, neural
networks have a number of specific advantages:

1) allow effective modelling of nonlinear processes;

2) no need in strict mathematical specification of the
model in solving non-formalized or badly formalized tasks;
3) adaptability for changes influencing factors;

4) parallel data processing;

S) effectiveness in dealing with incomplete or noisy
data;

6) the possibility of classification in many ways;

7) the performance of forecasting time series,
depending on many factors;

8) the ability to search for hidden patterns in data arrays.

The main drawbacks of neural networks are as follows:
- thelack of a unified theory for choosing the structure
of the neural network;

- the practicalimpossibility of isolating the knowledge-
trained neural network, for researchers NN is a “black
box.”

3. Model construction

To implement Kohonen neural network algorithm
in this research, we used the tools of matrix laboratory
MatLab.
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When building a neural network, it is necessary to
solve the problem of the optimal ratio between the
number of neurons in the hidden layer and the size of
the training set.

Empirical research shows that to achieve high rates
of synthesis and learning neural network training set
number of elements should be done inequality (Callan,

1998):

NlV

N w > %e ) (3)

where N, — he number of hidden layer neural; N, -
the size of the training set; %e — is the fraction of errors
envisaged in the course of testing.

For Kohonen neural network, the number of neurons
in the hidden layer will determine the number of clusters
of a future SOM.

To separate the training sample into six groups
corresponding to the migration scenarios of the crisis
phenomena among the financial markets, the size
of the training sample will be determined from the
relationship (3):

N, > o 60.

0,1

The size of the training set should cover statistics for
more than 60 countries.

A neural network structure represented by blocks
Simulink is presented in Figure 3.

The configuration of Kohonen maps is hexagonal.
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Fig. 3. A neural network structure represented by blocks Simulink
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4. Modelling of scenarios of the crisis
phenomena transfer among financial markets

Training sample — array of dimension , where the
number of rows — the number of countries included
in the training sample, and the number of columns —
macroeconomic indicators:

- GDP;

- the exchange rate of the national currency;

- partofthe country international investment position
that characterizes the external liabilities of residents to
non-residents;

- foreign exchange reserves; the value of government
bonds.

The training sample of sixty-six countries represented
countries in each group of IMF classification. Namely:

1. Advanced Economies: Euro Area (1), Estonia
(2), Lithuania (3), Australia (4), Canada (S), Special
administrative region of China Hong Kong (6), China,
PR.: Macao (7), Czech Republic (8), Denmark (9),
Iceland (10), Israel (11), Japan (12), South Korea
(13), New Zealand (14), Norway (15), Singapore (16),
Sweden (17), Switzerland (18), United Kingdom (19),
United States (20).

2. Emerging and Developing  Economies:
Bangladesh (21), Bhutan (22), Brunei Darussalam (23),
Cambodia (24), China P.R.: Mainland (25), Fiji (26),
India (27), Indonesia (28), Kiribati (29), Lao People's
Democratic Republic (30), Malaysia (31), Mongolia
(32), Myanmar (33), Nepal (34), Papua New Guinea
(35), Philippines (36), Samoa
(37), Solomon Islands (38),
Sri Lanka (39), Thailand (40),
Tonga (41), Vanuatu (42),
Vietnam (43), Albania (44),
Bosnia and Herzegovina (45),
Bulgaria (46), Croatia (47),
Hungary (48), Latvia (49),
Macedonia (50), Montenegro
(51), Poland (52), Romania
(53), Serbia Republic (54),
Turkey (SS), Armenia (56),
Azerbaijan (57), Belarus (58),

_/_>D Georgia (59), Kazakhstan
i211) (60), Kyrgyz Republic (61),
'Y Moldova  (62), Russian
Federation (63), Tajikistan

(64), Ukraine (65).

The statistical information
used to calculate contained
in the public domain at the
International Monetary Fund
(IMF, 2017).

Using the function tool
built Kohonen self-organizing
map, which splits the original
sample into six clusters based
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on the pattern data selected quarterly macroeconomic
indicators for the period 2007-2009. The classification
results are shown in Figure 4.

As a result of the simulation, we received six groups
of countries with similar characteristic dynamics
of macroeconomic indicators: GDP; the exchange
rate of the national currency; a part of the country
international investment position that characterizes the
external liabilities of residents to non-residents; foreign
exchange reserves; the value of government bonds.

The simulation gave a distribution of economies in
the following way (presented according to the structure
of SOM):

1. Euro Area (1), Estonia (2), Lithuania (3), Czech
Republic (8), Denmark (9), Israel (11), Singapore
(16), Switzerland (18), United States (20), Brunei
Darussalam (23), Malaysia (31), Myanmar (33),
Philippines (36), Thailand (40), Albania (44), Bosnia
and Herzegovina (45), Bulgaria (46), Croatia (47),
Latvia (49), Macedonia (50), Montenegro (51).

2. Australia (4), Canada (S), New Zealand (14),
Norway (15), Sweden (17), Indonesia (28), Kiribati
(29), Samoa (37), Tonga (41), Vanuatu (42), Hungary
(48), Poland (52), Serbia Republic (54).

3. Bangladesh (21), Armenia (56), Georgia (59),
Moldova (62).

4. Iceland (10), South Korea (13), United Kingdom
(19), Bhutan (22), India (27), Nepal (34), Solomon
Islands (38), Romania (53), Turkey (55).

S. Special administrative region of China Hong
Kong (6), China, P.R.: Macao (7), Japan (12), China
P.R.: Mainland (25), Lao People's Democratic Republic
(30), Papua New Guinea (35), Azerbaijan (57).

6. Cambodia (24), Fiji (26), Mongolia (32), Sri
Lanka (39), Vietnam (43), Kazakhstan (60), Belarus
(58), Kyrgyz Republic (61), Russian Federation (63),
Tajikistan (64), Ukraine (65).

Analysis of the obtained results indicates the
high quality of the constructed model. The average
characteristics of classification within each group are
very similar.

It is also important to note that the neural network
is included in one cluster of countries that are close
geographically and historically folded close economic
ties.

To clarify the results obtained, the author considers
it necessary to further work to supplement output data
rates for a longer period and to compare the results of
clusters with the radial base neural network.

S. Conclusions

As aresult of the study, there is built a neural network
with the architecture of the Kohonen map. It allows
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Fig. 4. Kohonen self-organizing map that reflects the clustering

of countries’ economies on the dynamics of the chosen
indicators for 2007-2009
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including a certain economy to a class for the four
macroeconomic indicators:

- GDP;

- exchange rate of the national currency;

- partofthe countryinternational investment position,
that characterizes the external liabilities of residents to
non-residents;

- foreign exchange reserves; the value of government
bonds.

The neural network has one hidden layer consisting of
six neurons and has a hexagonal structure.

Six clusters describe six possible scenarios of the
economy dynamics under the impact of transfer
crises. Cluster number one and two unite countries
characterized by a short period of economic recovery
and return of the main macroeconomic indicators to
the pre-crisis levels. A longer recovery period and high
volatility in exchange rates, gross domestic product, and
decline in export-import operations characterize the
third and fourth clusters of SOM. As for the countries
that were in the last two clusters (including Ukraine),
then the result of the crisis phenomena transfer is that
the average amplitude of the fall in macroeconomic
indicators exceeded 15% for the sixth cluster, and 9%
for cluster number 5.

To clarify the results obtained, the author considers
it necessary to further work to supplement output data
rates for a longer period and to compare the results of
clusters with the radial base neural network.
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MuHa CTPEJIBYNEHKO
MOLENPOBAHME CLIEHAPMEB MEPEHOCA KPU3UCHbIX ABNEHUY MEXOY OUHAHCOBbIMM
PbIHKAMU

AHHOTaUuA. fiBNneHne nepeHoca KPU3NCHbIX ABNEHNI MexXay GUHAHCOBBIMY PbIHKaMK Pa3HbIX CTPaH 0COGEHHO
APKO NPOABUSIOCH B Nepuo MMpoBoro ¢pruHaHcoBoro Kpusmca 2007-2009 rr. AHomasbHble Ancb6anaHCbl NOABUNCH
Ha PblHKe BTOPWYHbIX GDUHAHCOBbIX MHCTPYMeHTOB B CoeauHeHHbIX LLitatax Bo BTOpol nonosuHe 2006 roga v
ObICTPO PaCNPOCTPAHUINCE Ha GUHAHCOBbIE PbIHKM GONbLUMHCTBA CTPaH MUpa. Tem He MeHee, TemMnbl NageHus
OCHOBHbIX MaKpPO3KOHOMMYECKMX MOKa3aTeneln, MNpPOAOIKUTENIbHOCTL flaTeHTHOro nepuofa (MpoMeXKyTok
BPeMeHM MexAay [HaTol Hauyana ¢MHAHCOBOrO Kpusmca B CTPaHe-UCTOYHMKE U JaTol 3adpuKCMPOBAHHOIO
nageHna BBl cTpaHbl, noasepxeHHo «nHbekumm» (Strelchenko, 2016) 1 nepros BOCCTaHOBNEHUA CYLLECTBEHHO
pasnuuatotca. Ana cozgaHma 3GPeKTBHOM SKOHOMMYECKOW NONUTUKM aKTyallbHOW ABNAETCA 3afjaya onpefeneHms
BO3MOXHbIX CLieHapueB nepeHoca Kpusuca. [lpedmemom ucciedo8aHuA ABAAIOTCA NPOLECChl epeHoca KPU3NCHbIX
ABNEHUA MeXAy GUMHAHCOBBIMU PbIHKAMU CTPaH C Pa3HbIM YPOBHEM SKOHOMUYECKOTO pa3BuTusA. Memodosoaus.
B ctatbe npepacTaBneHbl pesynbTaThl KMcCnefoBaHWA AuddepeHumaumm  peakumm  GUHAHCOBLIX PbIHKOB
NnepeHoC KpU3UCHbIX ABMEeHWIA. [1nA MOCTpOeHMA COOTBETCTBYIOWEN Moaenu Knaccudurkaumy Ucnonb3oBanach
HeMpoHHaA caMoopraHm3yiowanca ceTb KoxoHeHa. Ljesb 3Ton paboTbl — NOCTPOUTb MOAENb HEMPOHHON CeTn
ONA Knactepu3auum 3KOHOMUKM B COOTBETCTBUM C peaKkuuell Ha BHelHne GUHAHCOBble NMOTPACeHMs, KoTopas
MO3BOMINT MPOrHO3MPOBATh CLIeHapuK NepeHoca Kpusrca mexxay GrHaHCOBbIMU PbiHKaMu. Bbigoosl. B pe3synbraTe
nccnefoBaHmA — MOCTPOEHa HEMPOHHAA CeTb, MMEIOLWAnA apXUTEKTYPY KapTbl KOxOHeHa. HenpoHHaa ceTb umeet
OfVIH CKPbITbIV C/TON, COCTOALLMIA U3 LIECTM HENPOHOB, N FeKCaroHasbHy0 CTPYKTYpY. LlecTb Knactepos onncbiBaloT
LIeCTb BO3MOXHbIX CLleHap1eB ANHAMWKN SKOHOMUKIM Mo BO3[ENCTBMEM NepeHoca KPU3UCHbIX ABAeHn. Knactep
HOMep OAVH 1 iBa 06 beANHAIOT CTPaHbI, XapaKTepu3yoLMeca KOPOTKMM NePYOAOM BOCCTAHOBNEHUA SKOHOMUKU 11
BO3BPaTOM OCHOBHbIX MaKPOIKOHOMMYECKMX NOKa3aTeniein 4o AOKPU3NCHOTO YPOBHA. bonee gnutenbHbin neprog,
BOCCTAHOBJIEHVA 1 BbICOKasA BONATUIIbHOCTb OOMEHHbIX KYPCOB, BaflOBOrO BHYTPEHHEro NnpofyKTa, CoKpalleHune
SKCMOPTHO-MMMOPTHbIX OMNepauuni, XapakTepusyoT TPEeTU 1 YeTBEPTbIM KlacTepbl CAMOOPraHU3yoLWenca KapTbl.
UTo KacaeTca CTpaH, KOTopble Nonanu B ABa NOCNefHMX KnacTepa (BKtoyasa YKparHy), TO B pe3ynbTaTe nepeHoca
KPV3UCHBIX ABMIEHUI CPefHAA aMnanTyAa najeHna MakpO3KOHOMMYECKMX nokasaTtenen npesbicuna 15% pgna
LecToro Knactepa, n 9% ana knacrepa Homep 5.
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