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Object classification by its numerical characteristic is an important 

theoretical problem and has practical significance, for example, the definition of 

a person as “not healthy”, if the temperature of its body exceeds 37°C. To solve 

this problem we consider the threshold-based rule. According to this rule, an 

object is classified to the first class if its characteristic does not exceed a 

threshold t=37°C; otherwise, an object is classified to belong to the second class. 

The empirical Bayesian classification (EBC) and minimization of the empirical 

risk (MER) are widely used methods to estimate the best threshold. The case 

when the learning sample is obtained from a mixture with varying 

concentrations is considered in [1, pp. 40-47] and the asymptotic of both 

methods of estimating is investigated. 

The technique of a nonparametric analysis of mixtures where concentrations 

changes from observation to observation develops, actively. The problem of 

distributions estimating in case at known concentrations is considered in 

[2, p. 618; 3, pp. 123-128], estimates of concentrations in two-component 

mixtures in [4, p. 71]. The correction algorithms for weighted empirical 

distribution functions are proposed in [5, p. 315], [6, p. 518]. 

However, it is often necessary to classify an object in case of more than 

one threshold, for example, the definition of a person as “not healthy”, if the 

temperature of its body exceeds 37°C or lower then 36°C. Another example: 

the person is sick, if the level of its haemoglobin exceeds 84 units or lower 

than 72 units. In particular, this problem is discussed in [7, pp. 47-50], 

[8, pp. 78-85]. The case of two thresholds and three prescribed classes was 

studied in [9, p. 6262]. 

In the current paper, is assumed that the object may belong to one of two 

prescribed classes. An unknown class number containing O  is denoted by 
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( )ind O . A classification rule (briefly, classifier) is a function : {1,2}ng R  that 

assigns a value to ( )ind O  by using characteristic  . In general, classification 

rule is defined as a general measurable function, but we restrict the consideration 

to the so-called threshold-based classification rules of the forms 
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If  2 ,n m m N , where  1 2( , , )nt t tt  is the multidimensional threshold 

[10, pp. 342-351], [11, p. 61]. 

When determining the best threshold, one faces the problem of 

estimating the threshold by using a learning sample, whose members are 

classified correctly. We consider the Bayesian empirical classification 

method, in assumption, that a learning sample is obtained from a mixture 

with varying concentration. 
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The distribution functions sH  are assumed to be unknown. One can 

estimate these functions from the data  


   : 1

N

N j N j
 being a sample from a 

mixture with varying concentration [12, pp. 226-231], where  :j N  are 

independent if N  is fixed and 

     : : :1 2( ) (1 ) ( )j N j N j NP x w H x w H x , 

Here :j Nw  is a known concentration in the mixture of objects of the first 

class at the moment when an observation j  is made. 

To estimate the distribution functions sH , we use weighted empirical 

distribution functions [13, p. 48], [14, p. 98], [15, pp. 83-92] 
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where  1 A  is the indicator an event A  and :
s
j Na  are known weight 

coefficients: 
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In the assumptions, described above, we found the conditions of 
convergence in probability of the estimator for the Bayesian threshold 
constructed by the method of empirical-Bayesian classification for a sample 
from a mixture with variable concentrations. 
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