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Abstract. An important problem of system analysis is the disclosure 
of uncertainties due to the variety of purposes, properties and features 
of the studied objects and processes. The analysis and management of 
various types of ignorance is of primary importance, since the processes 
of intelligent technologies creating always proceed under contradiction, 
incompleteness, inaccuracy, uncertainty connected with processes of 
obtaining and processing of datasets and expert knowledges. The purpose 
of the paper is to improve the theoretical and methodological foundations 
of the synthesis of information technologies for decision-making under 
complex forms of ignorance. Methodology of the study is based on system 
analysis methods, decision-making theory, theory of evidence (Dempster-
Shafer theory, DST), theory of plausible and paradoxical reasoning (Dezert-
Smarandache theory, DSmT). Results. The methodology for the synthesis 
of information technologies for the generation of individual and group 
management decisions under multi-criteria, multi alternatives and different 
types of ignorance has been proposed in this paper. In addition to certain 
types of ignorance, the situations occurring under the influence of complex 
forms of ignorance modeled by framework of Dempster-Shafer and Dezert-
Smarandache theories have been analyzed. In this case, conditions of mutual 
exclusivity and/or mutual exhaustion of elements of the initial dataset are 
imposed. The paper proposes a procedure for choosing an expert evidence 
combination rule, which is based on the determination of quantitative 
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indicators of uncertainty. The proposed technique allows to filter out from 
the initial set of combination rules acceptable for solving the problem under 
consideration that part of rules that does not satisfy the imposed restrictions 
and conditions. Next, for each pair of expert evidence that are combined, 
choose a rule that minimizes the value of the contradiction measure and 
maximizes the value of specificity measure for the result of combination. 
Practical implications. The proposed methodology and information 
technology provide a theoretical and practical foundations for intelligent 
support of processes of acquisition (synthesis), processing, and analysis 
data and expert knowledges under complex types of ignorance in decision 
support systems. Value/originality. The proposed methodology for synthesis 
of information technologies provides intellectual support for the processes 
of preparation and support of effective and optimal management decisions 
when solving non-criteria and multi-criteria problems under complex forms 
of ignorance generated by the simultaneous presence of two or more types 
of ignorance, such as importance + inconsistency (conflict), uncertainty + 
contradiction, uncertainty + inaccuracy.

1. Introduction
There are many different definitions of "ignorance". However, all of 

them to one degree or another indicate that ignorance is associated with an 
insufficient amount (absence) of knowledge or information about object or 
phenomenon under consideration.

Despite the existing variety of methods for modeling different types 
of ignorance, based on traditional as well as new mathematical theories, 
they are used without proper analysis of the nature of the analyzed types of 
ignorance. Which in turn leads to them being unreasonable when modeling 
relevant subject and problem areas of knowledge.

In these conditions, there is a need to find ways to solve an actual scientific 
and practical problem aimed at creating and developing the foundations of 
the methodology for synthesis of information technologies focused on the 
intellectual support of decision-making processes under various types of 
ignorance. The development of which requires solving the following tasks:

– formalization and identification of various types of ignorance, which 
can affect the processes associated with the acquisition and analysis of a set 
of initial data;
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– comparative analysis of modern methods of their modeling with the 
aim of their justified choice;

– formation of a system of conditions, criteria, rules, restrictions, which 
allows to forn a unified algorithms for the synthesis of IT for decision-
making support, with the aim of obtaining effective results when modeling 
relevant subject and problem areas of knowledge.

The purpose of the paper is to improve the theoretical and methodological 
foundations of the synthesis of information technologies for decision-
making under complex forms of ignorance.

2. Decision support technology under complex forms of ignorance
Let's assume that a group of experts � � �{ | , }E j tj 1 , evaluating a given 

initial set of examination objects (alternatives) � � �{ | , }A i ni 1 , formed 
experts’ profiles � � �{ | , }B j tj 1 . The profile Bj formed by an expert E j  
reflects his / her preferences over all the analyzed elements of the set A.

If the set of initial data A is subject to the restriction of mutual exclusion 
and mutually exhaustiveness of elements, then the results of expert evaluation 
can be presented in the form B X l kj l= ={ | , }1  ( k � �2 1‘ , Xl � � ), where 
Bj  is a 2А-dimensional vector reflecting the priorities (choice) of the expert 
Ej, each element of which is built on the basis of next rules:

1. X j � �{ } ;
2. X j i� { }�  – one element �i ��  has been selected (assessed) by an 

expert.
3. X i kj i� �{ | , }� 1 , k < n – k elements �i ��  have been selected by 

an expert. (1)
4. X i nj i� � �� { | , }� 1  – expert had difficulties with evaluation / 

selection (all elements of the set Ω are equivalent).
At the same time, the subset Xl can contain the empty set ∅ , elements 

Ai �� , as well as possible combinations of the original elements constructed 
using the operator ∪ .

If A is considered only as a set of mutually exclusive elements, then the 
results of an expert survey can be presented in the form � � �{ | , }B j tj 1 , 
B X l kj l= ={ | , }1 , where Bj  is represented by DΑ  dimensional vector that 
reflects the choice of Ej, each element of which is built on the basis of rules:

1. A set of conditions that correspond to (1).
2. If X X Di j, ,� �  then X X Di j� � �  and X X Di j� � � .  	        (2)
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In this case, the subset Xl may contain the empty set ∅, elements Ai ��, 
as well as possible combinations of the initial elements Ai ��, built on the 
basis of the operators ∪  and ∩ .

The evaluation of the elements of the set A can be carried out both by 
individual properties based on the vector of criteria and independently.

In the case of criterial evaluation of alternatives, it is necessary to 
construct a set of criteria � � �{ | , }K q sq 1  in relation to which the 
evaluation is carried out. In this case, the system of subsets reflecting 
the results of the expert survey will have the form � � �{ | , }( )B j tj

q 1 ,  
B X l kj
q

l
q( ) ( ){ | , }= =1 , where Bj

q( )  represents a subset of focal elements 
formed by the expert E j  according to criterion Kq , i.e., the expert E j  will 
form a system of subsets representing the profile � j j

qB q s� �{ | , }( ) 1  of his 
assessments.

Each X Bl j⊆  represents a focal element, based on which a degree 
of probability will be assigned that the best choice is in that subset. The 
formed experts’ assignments can be expressed in numerical scales or in the 
scale of relations.

Based on the assigned degrees of preference, for each subset Bj , j t=1,  
a vector m j im i s= ={ | , }1 , s = Λ  will be obtained. The elements of this 
vector satisfy next conditions

0 1 0 1� � � � � � �
�
�m X X m m Xj j j

X j

( ) , ( ), ( ) , ( )�
�

,         (3)

where Λ  corresponds to 2Α , if Xl is built on the basis of the system of 
rules (1), which corresponds to the Shafer model; Λ corresponds to DΑ ,  
if Xl is built on the basis of the system of rules (2), corresponding to the 
Dezert-Smarandache model.

Aggregation of experts’ assignments is performed on the basis of the 
combination rule: within the framework of Dempster-Shafer (DS) model 
[3, p. 325; 4, p. 3; 8, p. 15; 10, p. 5; 11, p. 9]; within the framework of 
Dezert-Smarandache (DSm) model [10, p. 11; 11, p. 20]. In DSm 
model it is recommended to use one of the conflict redistribution rules  
[10, p. 11; 11, p. 20].

The construction of the effective ranking of the studied objects Rrez  is 
carried out on the basis of the values of belief Bel(B) and plausibility Pl(B) 
functions within the selected model, respectively.
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The procedure for forming an effective ranking Rrez , for the case of 
solving the multi-criteria decision-making problem, can be presented in the 
form (Figure 1):

1. Definition of a set of criteria � � �{ | , }K q sq 1 , relative to which the 
choice is made.

2. Calculation of the vector of criteria priorities � � �{ | , }�q q s1 , the 
elements of which meet the following conditions:

0 1 1� � � ��q q s, , ;  �q
q

s

�
�
� 1
1

.                            (4)

3. Identification of the model of expert information analysis (DS model, 
DSm model, Smets model), in the framework of which the focal elements 
are formed.

4. Extraction of experts' preferences. Expert E j , according to selected 
model (DS, DSm, Smets), forms for each criterion Kq , q s=1,  a system of 
subsets B X l kj

q
l
q( ) ( ){ | , }= =1 , Xl

q( ) � � , in accordance with (1) or (2), and 
a vector S s l kj

q
l
q( ) ( ){ | , }= =1  containing numerical values of the degrees of 

preference of selected focal elements Xl
q( ) .

If the DSm model is chosen, then at this stage various limitations on 
the interaction of the elements of the frame of discernment (initial set 
of analyzed objects) are introduced. As a result, the free DSm model is 
transformed into a hybrid one. 

If the expert E j  selects (forms) not all possible subsets of DΑ , then the 
remaining unselected (but possible) subsets are considered as introduced 
limitations of the model (such subsets are recognized as non-existent).

5. Determination of the values of basic probability mass function 
� j

q
l
q l k( ) ( ){ | , }� �m 1  of selected subsets, in accordance with the selected model.

6. Determination of the order of expert evidence combination.
For combination, a pair of B Bj

q
j
h

j
( ) ( ), ��  is chosen, such that  

q k≠ :  min ( , ) [ ; ]( ) ( )dJ j
q

j
hm m ∈ 0 1  in accordance with one of the metrics 

[1, p. 100; 2, p. 531; 5, p. 94].
7. Selection of combination rule. The algorithm for choosing the expert 

evidence combination rule is given below.
8. Aggregation of experts’ assignments by combination the obtained 

mass function � j
q

l
q l k( ) ( ){ | , }� �m 1  and B X l kj

q
l
q( ) ( ){ | , }= =1 , formed by 

the expert E j  according to all criteria Kq , ( , )q s=1 .
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Figure 1. Generalized structure of the experts’ assignments 
structuring technology under complex forms of ignorance  

in multi-criteria decision-making problem
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The result of combination is vector �rez
( ) ( ) ( ) ( ) ( ){ , ,..., ,..., }j j j

o
j

r
jC C C C� 1 2  and 

vector � rez
( ) ( ) ( ) ( ) ( ){ ( ), ( ),..., ( ),..., ( )}j j j

o
j

r
jm C m C m C m C� 1 2 , respectiveli.

9. Calculation the values of the belief Bel( )⋅  and plausibility Pl( )⋅
functions for each obtained subset Co

j j( ) ( )� �rez :
– belief function:

Bel B m X j
X B Xj j

( ) ( )
,

�
� �
�

�
.                               (5)

– plausibility function Pl : [ , ]� � 0 1 :

Pl B m X j
X B Xj j

( ) ( )
,

�
� �� �
�

�
,                              (6)

where Λ corresponds to 2Ω .
10. Formation of [ ({ }), ({ })]( ) ( )Bel C Pl Co

j
o
j  intervals for resulting subsets 

Co
j( )  ( Co

j j( ) ( )� �rez ), calculation of crisp estimates for resulting subsets Co
j( ) .

11. Formation of individual expert rankings 
R( ) ( ) ( ) ( ) ( ):{ }j j j

o
j

r
jC C C C1 2� �…� �…� , j m=1, .

12. Aggregation of individual expert preferences into a group expert 
assignment is carried out in accordance with steps 6–8.

Formation
� � � � �rez

i l� � � � � �rez rez rez rez
( ) ( ) ( ) ( )... ...1 2  and M M M M Mrez rez rez rezrez

i l� � � � � �( ) ( ) ( ) ( )... ...1 2 .
13. Formation of the rezult ranking Rrez  of the analyzed objects, which 

reflects the collective opinion of the expert group, in accordance with steps 9–11.
14. Choosing the best alternative.
In the case of solving a non-criteria decision-making problem, the 

considered procedure for forming the resulting ranking Rrez  is reduced to 
the implementation of the following steps:

1. Identification of the expert information analysis model (DS model, 
DSm model, Smets model), within which focal elements are formed.

2. Extraction of experts' preferences. The expert E j , in accordance with 
the selected analysis model, forms a system of subsets B X l kj l= ={ | , }1 , 
X Bl j⊆ , and a vector S s l kj l= ={ | , }1  that contain numerical values of the 
degrees of preference of selected focal elements Xl . Entering of various 
limitations on the interaction of the elements of the frame of discernment 
(for the DSm model).

3. Determination of the values of basic probability mass function 
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� j l l k� �{ | , }m 1 , according to the selected model.
4. Determination of the order of expert evidence combination.
For combination, a pair of B Bj h, ��  is chosen, such that q k≠ :  

min ( , ) [ ; ]dJ j hm m ∈ 0 1  in accordance with one of the metrics [1, p. 100; 
2, p. 531; 5, p. 94].

5. Selection of combination rule. The algorithm for choosing the expert 
evidence combination rule is given below.

6. Aggregation of experts’ assignments by combination the obtained 
mass function � j l l k� �{ | , }m 1  and B X l kj l= ={ | , }1 , according to all 
experts E j , ( , )j t=1 .

The result of combination is vector �rez o rC C C C� { , ,..., ,..., }1 2  
and �

rez
m C m C m C m Co r� { ( ), ( ),..., ( ),..., ( )}1 1  vector obtained by 

�rez j tB B B B� � � � � �1 2 ... ... , M M M M M1 2rez j t� � � � � �... ... , 
respectively.

7. Calculation of the values of the belief Bel( )⋅  and plausibility Pl( )⋅
functions for each subset Co rez� � , based on (5) and (6).

8. Formation of [ ({ }), ({ })]Bel C Pl Co o  intervals for resulting subsets Co  
( Co rez� � ), calculation of crisp estimates for resulting subsets Co .

9. Formation of the resulting ranking Rrez  of the analyzed objects, 
reflecting the collective opinion of the expert group.

10. Choosing the best alternative.
Currently, within the framework of the Dempster-Shafer theory, a 

significant number of combination rules have been proposed [3, p. 325; 
4, p. 3; 8, p. 15; 10, p. 5; 11, p. 9]. Each of such rule has a number of 
advantages, but also has certain disadvantages. The comparative analysis of 
the considered combination rules is quite difficult, since there are no unified 
criteria by which each rule can be reasonably evaluated.

A procedure for choosing a combination rule based on the principle 
of minimal uncertainty has been proposed [13, p. 23; 14, p. 163]. 
A schematically generalized algorithm for choosing a combination rule is 
presented in Figure 2.

Suppose a set of combination rules � � �{ | , }P i ki 1  is given. Based on 
the principle of minimum uncertainty (minimum entropy), it is necessary 
to choose a rule P�� , m m mcombP i jP=  that minimizes the value of total 
uncertainty of combined probability mass function min ) T combP(m� � .
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Formally, the procedure for choosing a combination rule can be presented 
in the form of two consecutive stages. At the first stage, subset � �� �  is 
selected from the set of available combination rules � � �{ | , }P i ki 1 , which 
corresponds to given set of criteria С с i qi= ={ | , }1 .

In advance, it is necessary to select a number of criteria against which 
this or that rule of combination will be evaluated. The analysis model (DS 
model, DSm) can be considered as criteria for choosing the combination 
rule; information about data sources (competence of experts); the nature of 
the analyzed data (information about conflicts and consensus both between 
individual expert evidences); information about the degree of interaction 
and the structure of expert evidences, etc. 

As a result, a set � � �� { | , }P i zi 1 , z k≤  will be formed, which is 
obtained by removing from � � �{ | , }P i ki 1  rules that do not satisfy the 
specified criteria for choosing a rule.

The second stage is to select a combination rule based on the analysis of 
the quantitative characteristics of uncertainty within the framework of the 
DS notation.

The rule is chosen based on the next recommendations:
1. According to principle of maximum specificity, a combination rule 

Pl � ��  is selected that maximizes the degree of specificity of combined 
mass function max( δS i l jP( )m m ), �S i l jP( )m m � 1 . Where �S m( ) [ , ]� 0 1  is 
the "degree of specificity" of evidences [12, p. 477]:

�S Sm d m m( ) ( , )� �1 , � � �m d m m d m m m X m YX Y( , ) ( , ), ( ) ( ) . (7)
2. According to principle of minimum conflict, a combination rule 

Pr � ��  is chosen that minimizes the value of contradiction measure of 
combined mass function min( Contr Pi r j( )m m ), Contr Pi r j( )m m ≠ 0 :

Contr m В d m mm j
В

В

j

j
�

�
� ( ) ( , )
2�

                           (8)

3. IF P Pl r≠ , THEN a combination rule is chosen that satisfying the next 
conditions

P
P T P T P

P T P T P

l i l j i r j

r i l j i r j

�
� � � � �
� � � � �

�
�
�

��

, ;

, .

m m m m

m m m m
                      (9)

The proposed approach to the selection of the combination rule was 
investigated for combination an experts’ evidences with different structure.
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Figure 2. Generalized combination rule selection algorithm
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3. Synthesis of information technology for structuring expert 
assessments under complex forms of ignorance

The generalized structure of IT for structuring of expert information 
under complex forms of ignorance and synthesis of a group solution is 
shown in Figure 3. Let's consider the main ideas of IT for analysis of expert 
information, formed under various forms of ignorance.

Let � � �{ | , }A i ni 1  be an initial set of objects (alternatives) 
under consideration, on which certain restrictions may be imposed: 
mutual exclusion and/or mutual exhaustiveness, which determines 
the type of model within which expert evidences (preferences) will  
be formed.

Suppose a group of experts � � �{ | , }E j tj 1 , evaluating a certain 
initial set of alternatives � � �{ | , }A i ni 1 , formed experts’ profiles 
� � �{ | , }B j tj 1 . The profile Bj  formed by the expert E j  reflects his/her 
priorities relative to all the analyzed elements of the set A, and corresponds 
to one of the systems of rules (1) or (2), respectively (depending on the 
selected analysis model).

Experts are presented with the same instruction, which states what they 
should do with the elements of the set A.

The profile Bj  formed by the expert E j  reflects his/her preferences, 
expressed within the given scale, regarding the elements of the set 
A. Expert E j  himself / herself decides which elements (or selected groups 
of elements) of the set he/she will evaluate. Thus, the profile Bj  formed 
by the expert E j  may contain: assessments expressed in relation to all 
elements of the set A; assessments expressed in relation to the desired 
elements of set A; assessments expressed in relation to selected groups of 
desired elements of set A.

Next, the set of profiles � � �{ | , }B j tj 1  enters the input of ignorance 
type nfi  identification block. In this case we are talking about such 
types of ignorance as uncertainty, inconsistency / conflict, contradiction, 
combinations of which can be simultaneously present in input dataset. 
In this block, a set of identifying parameters (criteria) of the analyzed 
complex forms of ignorance (combinations of uncertainty, inaccuracy, 
inconsistency / conflict, contradiction) C c j zi j

i= ={ | , }( ) 1  is formed, on the 
basis of which a system of decisive rules SR R l hi l

i= ={ | , }( ) 1  for ignorance 
type identification is formed.
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For identification (confirmation) of the presence of the specified type 
ignorance, either one parameter (criterion) that allows to unambiguously 
establish the presence of nfi , or their combination can be used:

1. the absence of some type of ignorance: nfi : � �j c no nfj
i

i: ;( )

2. the presence of some type of ignorance: nfi : � �j c nfj
i

i: ( ) .
In order to identify complex forms of ignorance (combined types of 

ignorance), it is proposed to use the following parameters (criteria):
1. the structure of expert judgements X Bl j⊆ ;

 
Figure 3. Structure of IT for analysis of experts’ judgements  

under complex forms of ignorance
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2. the conflict level;
3. indicators of the quality of received judgements: level of auto-conflict 

(conflict within a group of evidences); the degree of specificity of the 
generated evidences, and etc.;

4. the degree of inconsistency of the generated evidences;
5. limitations imposed on the frame of discernment A.
The next step is the formation of a system of decisive rules for identifying 

complex forms of ignorance SR R l hi l
i= ={ | , }( ) 1 .

On the basis of the formed decisive rules Rl
i( ) , a rule for choosing a 

method of modeling complex forms of ignorance can be obtained:

B
P if l R no nf

P if l R nf
j

l
i

i

l
i

i

�
� �
� �

�
�
�

��
1

2

, : ;

, : ;

( )

( )                   (10)

where P1 denotes that expert evidences are not contradictory, 
characterized by high quality and consistancy; P2 denotes that represent 
conflicting judgements.

If B Pj ∈ 1 , then the assumption of consistancy of experts’ judgements 
(characterized by close evidence, the presence of a low / insignificant level 
of conflict) is accepted, and may indicate a high (or acceptable) quality of 
experts’ judgements. In this case, for obtaining an aggregated estimates can 
be recommended the combination rules wthin the DS model [3, p. 325; 
4, p. 3; 8, p. 15; 10, p. 5; 11, p. 9]; within the framework of the DSm model 
can be recommended the classic and/or hybrid DSm rule, depending on the 
restrictions of the constructed model [10, p. 11; 11, p. 20].

If B Pj ∈ 2 , then it is found that there is an inconsistency (conflict) in 
experts’ judgements, as a result of which three problems arise:

1. detection and exclusion of conflicting (contradictory) experts’ 
judgements;

2. division (clustering) of the original set of experts’ judgements into 
homogeneous (with a permissible level of conflict) subgroups;

3. aggregation of conflicting (contradictory) experts’ judgements in 
order to generate a group assessment.

To solve the first problem, various measures can be used, which allow to 
quantitatively assess the similarities and differences in experts’ judgements. 
These measures can use distance metrics [1, p. 100; 2, p. 531; 5, p. 94]; 
assess the degree of conflict between focal elements of several groups of 
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experts’ judgements [5, p. 94]. At the same time, both the nature of the 
subsets that distinguished by experts (including singletons), and the values 
of the mass function (3) of corresponding subsets can be taken into account.

For example, suppose a given frame of discernment � � { , , , }a b c d , thus,
– experts’ Е1 and Е2 evidences:
E1 :  m a{ } .= 0 1 ; m b{ } .= 0 9 ; E2 :  m a{ } .= 0 9 ; m b{ } .= 0 1 ;
are contradictory (the same elements of the frame of discernment are 

evaluated, but they are assigned a conflicting assessment);
– experts’ Е1 and Е2 evidences:
E1 :  m a{ } .= 0 4 ; m b{ } .= 0 6 ; E2 :  m c{ } .= 0 6 ; m d{ } .= 0 4 ;
are also contradictory (there are no jointly selected and evaluated 

elements of the frame of discernment, when combined they give empty 
intersections).

To solve the second problem, a procedure for structuring of group 
experts’ judgements under uncertainty and inconsistency is proposed 
[7, p. 73]. The proposed technique allows to select from the initial set of 
experts’ judgements agreed subgroups E ⇒ {G1}, {G2},…, {Gq}, …, {Gp} 
(Gq ⊆ E, {Gq} = {E1,…,Er}, t ≥ r ≥ 1, t ≥ p ≥ 1). Further, within each of the 
formed subgroups, aggregated group estimates can be obtained.

To solve the third problem, it is proposed to use one of the conflict 
redistribution rules [11, p. 36], each of which, using different mechanisms, 
allows redistributing partial conflict probability masses or the total conflict 
probability mass (depending on the rule) to subsets involved in conflicts. 
Thus, aggregated estimates can be obtained even on the basis of completely 
contradictory evidence. 

The next stage is the choice of a mathematical apparatus for the analysis 
of experts’ judgements.

If the absence of nfi  is confirmed, then the procedure for structuring 
of experts’ judgements is reduced to solving the problem of finding an 
aggregated (generalized) solution. If the presence of nfi  is established 
during the analysis (the set of experts’ judgements is characterized by low 
consistency, inconsistency and conflict), then the procedure for structuring 
of consistency is reduced to solving the task of dividing the expert group 
into several subgroups (clusters) of experts with close (agreed, non-
contradictory) assessments, for their further analysis and search for an 
aggregated assessment within each of the selected groups.
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If the division of the initial set of experts’ judgements into a number 
of agreed subgroups and the search for aggregated estimates within 
the selected subgroups is inadmissible, it is advisable to determine the 
reason for the dispersion of experts’ estimates, identify experts whose 
estimates violate the consistency of the overall set of evidences, and 
conduct a repeat survey (perhaps with corrections to the composition of 
the expert group, changing the procedure of the expert survey, the form 
of presentation of experts’ judgements, etc.) in order to obtain the agreed 
experts’ judgements.

The result of the processes taking place in this block is the information 
prepared (structured) for decision-making that meets the goals of the analysis.

The resulting stage is the interpretation of the received structuring 
results and the development of a group solution.

The developed IT can be applied to solve various problems of choice 
under complex forms of ignorance, characterized by multi-criteria and 
multi-alternativeness.

Let's consider an example of the synthesis of IT for decision-making 
support under complex forms of ignorance.

Formulation of the problem. Let's assume a given set of analyzed 
variants of the technological process of cutting and welding � � �{ | , }A i ni 1
, a set of criteria � � �{ | , }K l sl 1  for their selection and a group of experts 
� � �{ | , }E j tj 1  conducting the examination.

The expert group may include representatives of headquarters units (the 
department of the chief designer, the department of the chief technologist, 
the planning and production department, the department of material and 
technical supply, etc.), as well as representatives of line units (production 
shops, divisions, etc.).

As criteria for the selection of welding technologies, the following 
can be considered: technical capabilities, operational reliability, 
ease of maintenance, types and amount of energy required for the 
operation of the device, equipment maintenance expenses, welding  
quality, etc.

It is necessary to determine the optimal, from the point of view of the 
considered criteria and the obtained technical and economic indicators, 
the variant of the technological process (TP) of cutting and welding 
� � �{ | , }A i ni 1 .



323

Chapter «Engineering sciences»

Input data:

A set of input 
data

initial data set � � �{ | , }A i ni 1 ;
a set of criteria � � �{ | , }K l sl 1 ;
a group of experts � � �{ | , }E j tj 1 ;
the corresponding values of the vector of expert 
competence coefficients � � �{ | , }� j j t1 ;
expert preference scale 1 ÷ 9.

Data structure ST = {binary relations; numbers};
Analyzed task zt = {construction of collective ranking of objects}.

The procedure of identification of combined type of ignorance  
{nf1 = inconsistency, nf2 = uncertainty, nf3 = conflict, nf4 = vagueness}.

1. Example of identification criteria C c j si j
i= ={ | , }( ) 1 , C CNi ⊂ : 

c i
1
( ) is a structure of expert evidences: consistent: � �( , )B Bj t � : B Bi j⊆ ;

c i
2
( ) is a structure of expert evidences: separate: � �( , )B Bj t � : B Bi j� ��; 

c i
3
( ) is a structure of expert evidences: compatible: � �( , )B Bj t �: B Bi j� � �; 

c i
4
( ) is a structure of expert evidences: arbitrary: � �( , )B Bj t �: B Bi j� � �;

c i
5
( )  – � �X Bl j : X A Al i n� �{ } ;

c i
6
( )  – � �X Bl j : X A A Xl i n l� � � �{ } 1 ;

c i
7
( )  is an estimator of the specificity coefficient according to (7);

c i
8
( )  is an estimator of the contradiction coefficient according to (8);

c i
9
( )  is an estimator of the coefficient of auto-conflict;

c i
10
( )  is an estimator of the global uncertainty coefficient [6, p. 139];

c i
11
( )  is an estimator of the conflict between the group of expert evidences 470];

c i
12
( )  is a form of expert evidences (crisp, interval, fuzzy, mixed);

c i
13
( )  is the number of formed focal elements.

2. An example of the decisive rules for the identification of a combined 
type of ignorance SR R l hi l

i= ={ | , }( ) 1 , SR SRNi ⊂ :
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R c c k c k c A D nfi i i i i
1 6 11 1 9 2 13 2
( ) ( ) ( ) ( ) ( ): (( ) ( )) ( | |), ,� � � � � �� � � nnf3� � , k1, k2  

are a threshold level of conflict;

R c c k c A D nf nfi i i i
2 6 11 13 1 2
( ) ( ) ( ) ( ): ( ) ( | |), ,� � � �� � �� � , k is a threshold level 

of conflict;

R c c D nf nfi i i
3 6 12 2 4
( ) ( ) ( ): {fuzzy}, ,� �� � �� � ;

R
c c k c k c A

c

i
i i i i

i4
6 11 1 9 2 13

12

( )
( ) ( ) ( ) ( )

( )
:

(( ) ( )) ( | |)

(

� � � � � � �

� ��

�

�
��

�

�
�� �� �

{fuzzy}),
, , ;

D
nf nf nf2 3 4

R c D nfi i
5 1 3
( ) ( ): ,� � � absence of local ;

R c D nfi i
6 2 3
( ) ( ): , ;� � �

R c c c D nf nfi i i i
7 2 6 12 2 3
( ) ( ) ( ) ( ): { , , .� � �� � �� �mixed}

Selection of a method of modeling a complex type of ignorance  
{nf1 = inconsistency, nf2 = uncertainty, nf3 = conflict, nf4 = vagueness}.

Parameters of IT synthesis:
Vector of input parameters: V ={D; sl; ST; zt};

Parameters of IT synthesis
PS Par i ki= ={ | , }1 , 
PS PS PSV P� � :

PS VV = , 
PSP = {experts’ profiles; 
analysis model;
structure of experts’ evidences; 
set of identification criteria for nfi; 
identified types of nfi;
a set of methods for determining aggregated 
assessments; 
a set of parameters for choosing a modeling 
method; 
selected modeling method(s)}

IT generation rule: � �Par ITi q , i k≤ .

The vector of parameters-results contains the following information: the 
identified type(s) of ignorance (nfi), or information about its absence; the 
number of rule (l) by which the type of ignorance was identified; the metric 
by which the distance between pairs of experts’ judgements was estimated; 
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the chosen method(s) by which the aggregated scores were determined; 
collective ranking of elements of the set A; intervals [Bel(·), Pl(·)] for all 
resulting focal elements which are formed; the maximum achievable value 
of the conflict coefficient between experts’ evidences. Based on the results 
of IT synthesis, an IT synthesis protocol has been formed.

4. Conclusions
1. The methodology for synthesis and generalized structure of IT for 

decision-making support under multi-criteria, multi-alternativeness and 
complex forms of ignorance have been proposed. The developed IT is 
constructed to solve the problem of analysis (ranking, clustering, ranking of 
clusters) of group experts’ judgements under multicriteria and complex forms 
of ignorance (uncertainty, inaccuracy, inconsistency / conflict, contradiction) 
with the aim of producing a resulting (generalized) assessment. The proposed 
IT can be used in solving non-criteria decision-making problems under 
complex forms of uncertainty (combined types of ignorance).

The proposed IT is based on mathematical models for individual and 
group solutions synthesis, which are based on the mechanism of integrated 
use of combination rules within the framework of DS and DSm models 
[3, p. 325; 4, p. 3; 8, p. 15; 10, p. 5; 10, p. 11; 11, p. 9]. 

This approach makes it possible to select and group different combinations 
of initial options (objects of examination, alternatives) into clusters, in 
accordance with the individual choice of the expert, to conduct their analysis, 
and to obtain the resulting ranking of the group of experts’ judgements. At the 
same time, the limitation on the number of analyzed objects (alternatives), the 
condition of consistency of experts’ judgements, was removed.

2. The procedure for choosing the optimal combination rule is proposed, 
depending on the nature of the initial data obtained from various sources. 
The proposed procedure ensures obtaining the combined probability mass 
with the lowest achievable level of uncertainty. The algorithm provides for 
cutting off a number of rules that do not satisfy a given set of criteria for 
combination rules selection. Based on the principle of minimal uncertainty, it 
is proposed to choose a rule that minimizes the value of inconsistency measure 
and maximizes the value of specificity measure of results of combination. 
As criteria for rules selection, the following can be recommended: analysis 
model, information about data sources; the nature of the analyzed data.
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