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Abstract. One of the most promising ways to improve the 
effectiveness of distance learning systems is the introduction of 
interactive educational materials based on the use of voice recognition 
tools. The introduction of known voice recognition tools into domestic 
distance learning systems is associated with significant financial costs 
and is complicated by the need for complex adaptation to the variability 
of application conditions, which explains the urgency of the task of 
developing models, methods and tools for recognizing voice signals 
adapted to the conditions of the distance learning system. The subject 
of the research are models, methods and means of neural network 
recognition of voice signals of members of the distance learning system. 
The purpose of the work is to develop the conceptual foundations of 
neural network recognition of phonemes in the voice signal of members 
of the distance learning system. The research methodology is based on the 
methods of digital signal processing, the theory of neural networks, the 
theory of voice recognition and involves the analysis of actual problems 
of recognizing members’ voice signals in the distance learning system, 
the analysis of modern neural network solutions in the field of voice 
recognition, the development of a conceptual model and the principles 
of effective application of neural networks for recognizing phonemes 
in the voice signal of distance learning system members. As a result of 
the conducted research, it was determined that the main functions of the 
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module for recognizing the voice signals of members of the distance 
learning system are identification at the entrance, determination of the 
voice response in the process of computer testing, and determination of 
the voice command when using the services. It is substantiated that the 
functioning of such a module can be implemented on the basis of neural 
network means of phoneme recognition. At the same time, the conditions 
for the implementation of voice recognition tools are characterized 
by limitations on the development period, the involvement of labor 
resources, and restrictions on access to the audio recording databases 
necessary for the training of the neural network model, and lead to the 
need to forecast the load on the server of the distance learning system and 
take into account the requirements for the voice transmission channel 
signals, microphone, room acoustics, hardware and software. Inadequate 
adaptation of known neural network means of recognizing voice signals 
to the conditions of domestic distance learning systems has been proven. 
It is substantiated that effective recognition can be implemented on the 
basis of the neural network method of recognizing selected phonemes, 
which involves the implementation of basic procedures related to the 
selection of the type and parameters of the neural network model, 
adaptation of the learning method, effective coding of the initial 
parameters, formation of an effective training sample, and forecasting 
sufficient computing resources. A conceptual model of neural network 
recognition of phonemes in the voice signal of members of the distance 
learning system has been developed, which ensures the formalization of 
the process of building neural network tools for phoneme recognition. 
The principles of the use of neural networks for phoneme recognition 
have been formed, which should be used as a basis for creating models 
of the processes of using neural network means of phoneme recognition 
in the voice signal of members of the distance learning system. The 
proposed list of basic procedures for building effective neural network 
tools for phoneme recognition, the developed conceptual model of neural 
network recognition of phonemes in the voice signal of members of 
the distance learning system, and the formed principles of using neural 
networks for phoneme recognition form the conceptual foundations of 
neural network recognition of phonemes in the voice signal of members 
of the distance learning system.
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1. Introduction
The world experience in the development of distance learning systems 

(DLS) shows that one of the most promising ways to increase their 
effectiveness is the introduction of interactive educational materials based 
on the use of voice signal (VS) recognition tools. In addition to the proven 
increase in the quality of education, the use of the specified tools allows to 
increase the convenience of using the DLS due to the lack of strict binding 
to the class schedule, to better meet the needs of students with disabilities, 
and to increase the security of the DLS due to the introduction of biometric 
authentication tools. At the same time, in most of the known DLS, there are no 
means of recognition of VS, although the possibility of their implementation 
is confirmed by the wide use of software applications (Google+, Microsoft 
Office, VoiceNavigator) with the appropriate functionality. At the same 
time, the introduction of well-known means of recognition of VS in 
domestic DLSs necessitates their complex adaptation to the variability of 
application conditions related to the term of development, the volume of 
the dictionary, the formation of educational databases, the permissible value 
of the recognition error, acoustic factors, resource-intensive creation and 
operation. Also, the disadvantages of common means of recognition of VS 
are high cost and lack of detailed scientific and technical documentation. 
In such a setting, the task of developing models, methods and means of 
recognition of VS, adapted to the conditions of DLS, is urgent.

According to [7, p. 125], the most complex stage of the VS recognition 
system (VSRS) is the implementation of the recognition procedure, the 
result of which is the determination of a standard corresponding to an 
unknown VS. The complexity of the recognition procedure is explained 
by the non-linear change in the pace of speaking words and the different 
duration of pauses at the beginning and end of the word. Therefore, the 
recognition procedure is divided into several stages. The input VS is divided 
into elements – phonemes, allophones, diphones, triphones, syllables. There 
are standards for the specified elements, and with the help of the standards 
of the elements, there are standards of individual words. The division of VS 
into separate elements is performed on the basis of the analysis of energy 
components of VS.

The methods of recognizing individual words based on element standards 
are also considered sufficiently tested and reliable. At the same time, the 
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problem of finding standards of individual elements is far from being solved. 
The results [19, p. 346] allow us to assert the perspective of using phonemes 
as individual elements, which is explained by their relative small number 
compared to the number of syllables, allophones, diphones, and triphones. 
The process of determining the limits of individual phonemes in the VS is 
described in [20, p. 8]. The analysis showed that the vast majority of tested 
VSRS are built on the basis of dynamic programming methods, neural 
networks (NN) and hidden Markov models. The advantages of the dynamic 
programming method are the ease of establishing the time correspondence 
between the input VS and the reference one, and the disadvantages are high 
computational complexity and diction dependence.

The application of NNs is based on their ability to classify VSs, given 
using coefficients that correspond to the calculated vector of VS features 
[21, p. 19; 23, p. 32]. Advantages of neural network methods: proven 
effectiveness in solving difficult-to-formalize problems, resistance to 
noise in input data, high speed of calculations and low needs of computing 
resources when making a decision, resistance to partial failures in the 
hardware implementation of neural network models (NNM). Disadvantages 
include the difficulty of adapting the NNM to a non-stationary input signal, 
the problems of choosing the parameters of the NNM.

The use of hidden Markov models is based on the postulate that the 
VS can be represented using a hidden Markov chain. The advantages of 
the method are the simplicity of its application. The main disadvantages 
of hidden Markov models include the complexity of forming a database 
of multivariate reference elements of words and the high computational 
complexity of calculating the parameters of the Markov model. These 
shortcomings are somewhat compensated by the combined use of Markov 
models and NNM, which in turn negatively affects the complexity of the 
model. In addition, there are known attempts to use dynamic Bayesian 
networks, support vector machines, and the theory of non-force interaction 
in VSRS. The widespread use of these methods is hindered by low reliability 
and the need for adaptation to the practical aspects of application in VSRS. 
Thus, one of the promising ways to solve the scientific and practical 
problem of recognition of the VS of DLS members is the development 
of neural network methods for recognizing phonemes extracted from this 
VS. Since the basis of the development of such methods is not sufficiently 
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covered in the available scientific and practical sources, the purpose of this 
scientific study is to develop the conceptual foundations of neural network 
recognition of phonemes in the voice signal of members of the distance 
learning system. To achieve the goal of the research, the following tasks 
should be solved:

– To characterize the functions of the VS recognition module in DLS.
– To characterize modern neural network means (NNM) of VS recognition 

from the point of view of the possibility of their application in DLS.
– To develop a conceptual model for ensuring the effectiveness of neural 

network phoneme recognition in the VS of a member of DLS.
– To form the principles of the application of NN for phoneme recognition 

in the VS of a member of DLS. 
In order to solve the stated tasks, the research methodology provides 

for the analysis of the current problems of recognition of the VS of DLS 
members, the analysis of modern NNM and neural network methods of 
recognition of VS, the development of a conceptual model and the principles 
of effective application of NN for the recognition of phonemes in the VS of 
a DLS member. 

2. Actual problems of VS recognition in DLS
It is generally accepted that DLS is a complex of educational services 

that are provided to students using a specialized information and 
educational environment, which is based on the means of remote exchange 
of educational information [3, p. 12]. Most DLSs are web-oriented and built 
on a client-server architecture. DLS uses a thin client, so most computing 
operations are performed by the web server.

One of the promising ways to improve the quality of education of 
students of the DLS is the use of interactive educational materials, which 
are based on the use of means of automating voice interaction [22, p. 93]. 
The use of these tools makes it possible to increase the ease of use of DLS 
and meet the needs of members with disabilities. The results of the analysis 
of DLS and similar ISs for supporting the educational process indicate that 
they lack means of automating voice interaction. It should be noted that the 
list of considered DLS included: Lotus (USA), Blackboard (USA), ATutor 
(Canada), Claroline (Belgium), Dokeos (Belgium), LAMS (Netherlands), 
Moodle (Australia), OLAT (Switzerland), OpenACS (Germany), Sakai 
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(USA), Chamilio (Belgium), DocebolLMS (USA), Dokeos (France), ILIAS 
(Germany), Open Elms (USA), SharePointLMS (EU), Adobe Connect 
Training (USA), Collaborator (Ukraine ).

In general, the task of VS recognition consists in its automatic processing 
in order to determine the sequence of words [24, p. 125]. The complexity 
of solving such a problem is explained by the need to take into account the 
variability of the VS, the type of language input, the size of the dictionary, 
and the level of ambient noise. To solve the problem of VS recognition, 
VSRS are created, the creation of which is complicated by the need to take 
into account various factors, for example, the location of the microphone. 
Modern VSRS, as a rule, have a hierarchical structure. At the first acoustic 
level, preliminary processing and selection of acoustic features that 
characterize the VS is performed. The next level of VSRS is the linguistic 
level, which includes the procedure for searching for VS in reference 
dictionaries. In addition, VSRS can include phonetic, phonological, 
morphological, lexical, syntactic and semantic levels. A typical sequence of 
VSRS functioning is shown in Figure 1. 

In general, the development of VSRS in DLS is a complex scientific 
and practical task. At the same time, the results [20, p. 6] indicate that 
the actual practical tasks for DLS are the development of means of voice 
identification of the user when entering the DLS, means of determining 
the voice response in the computer process computer testing and means of 
determining the voice command of the DLS user. From the point of view of 
the theory of VS recognition, the development of such tools boils down to 
solving the problem of recognizing isolated words in VS, which, according 
to the results of clause 1.1, can be implemented due to phoneme recognition 
using NN. At the same time, due to the requirements for the characteristics of 
the VS transmission channel, the microphone, the acoustics of the premises, 
and the hardware and software, it is possible to significantly reduce the 
number of factors that affect the recognition efficiency.

In addition, the conditions for the implementation of the NNM of VS 
recognition are characterized by limitations on the development period, the 
involvement of labor resources, and restrictions on access to the databases 
of audio recordings necessary for the training of the NNM. Also, based on 
the client-server architecture, it is possible to conclude that a new server 
recognition module should be added to the DLS. The functioning of such  
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a module can lead to the use of additional 
computing resources of the server, 
the amount of which is fixed and quite 
limited in domestic DLSs. Therefore, 
the application of VSRS in DLS leads to 
the need to predict the sufficiency of the 
amount of computing resources of the 
web server.

3. Analysis of neural network 
solutions for VS recognition

In the process of analysis of works 
devoted to the use of NN for recognition 
of VS, it was found that most of them 
are characterized by some inconsistency 
in the name and description of the given 
development. For example, the title of 
the work indicates the development of a 
neural network system (NNS), although 
the actual development consists in 
defining an algorithm for processing 
input parameters for NNM. Therefore, 
the analysis of these works was carried 
out from the single point of view of 
defining the main characteristics of 
neural network methods and models. The 
obtained data is presented below.

The algorithm for automatic 
syllable recognition based on linear 
autoregressive NN and fuzzy set theory 
is presented in [18, p. 59]. The paper 
proposes a definition of a phoneme as 
a vague set of minimal language units. 
An algorithm for syllable recognition is 
proposed. The input of the algorithm is a 
set of reference minimal language units. 
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The task of the algorithm is to assign an unknown language unit to one of 
the reference ones. Examples of application of the algorithm are shown. 
The given results indicate insufficient accuracy of recognition, which is in 
the range of 3-35%.

In [6, p. 151], a method for recognizing voice commands using the 
Kohonen map is given. An example of designing a command-based 
announcer-dependent system is shown. The mathematical support for 
constructing the Kohonen map topology is described. In order to train such 
a network, it is proposed to prepare a training sample from various variants 
of spoken specified commands.

A neural network with a time delay for recognizing the consonant 
sounds "B", "D" and "G" is presented in [27, p. 330]. The input signals are 
16 normalized scaled spectral coefficients. Scaled coefficients are calculated 
from the signal power spectrum. The method of inverse error propagation 
was used in the neural network with a time delay. It is proposed to adjust 
the weight coefficients for time-shifted connections, namely to update each 
weight of the corresponding connection to the average value of all time-
delayed weight changes. Such a computational procedure is quite complex, 
which is explained by the large number of iterations that are necessary for 
memorizing a complex multidimensional space of weighting coefficients 
and training images.

In [20, p. 10], an approach to learning a neural network using a genetic 
algorithm is proposed. An example of recognizing ten words is given. The 
word recognition mechanism provides for the association of each individual 
word with a separate NN. An unknown example is applied to the inputs of 
all NNs. After that, the NN with the maximum output signal is determined. 
A word associated with a given network is assumed to match an unknown 
example. The training of the NN was performed by sequentially presenting 
the training examples and adjusting the connection weights until the training 
error over the entire set reached an acceptably low level. 

Recognition of voice commands using convolutional neural networks is 
proposed in [13, p. 20]. Such networks work with two-dimensional data – 
neurons in each layer form planes. The input layer is represented by one 
plane, the dimension of which coincides with the dimension of the input 
data. The next layers of the network are convolutional and consist of neuron 
planes (feature maps). Each neuron of the collapsed layer is connected to 
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a small subregion of the previous layer. The last two layers of the network 
represent the NN of direct propagation. An example of practical application 
is given. The advantages of convolutional neural networks are shown: a 
small number of training parameters and high training accuracy.

In [14, p. 657], an algorithm for recognizing isolated words was 
developed using the RBF network, which was used to select the most 
informative features of standards. The RBF network was trained using 
the methods of cluster analysis and gradient descent. Also presented is the 
algorithm for configuring VSRS for a new announcer. It is proven that the 
use of the RBF network allows to significantly increase the frequency of the 
correct result of recognizing problematic (acoustically similar) words and 
to reduce the volume of the training sample for the procedure of setting up 
the recognition system for a new speaker.

The method of word recognition based on two-dimensional vectors 
is shown in [20, p. 11]. The classification of vectors is carried out with 
the help of NN, the input of which is low-frequency two-dimensional 
wavelet transformation of intervals of spectrograms of individual words. 
The spectrogram is scaled to a square form and a two-dimensional wavelet 
transform is performed. It is shown that the main advantage of the method 
is the concentration of the most noise-resistant frequency-time information 
in a compact frequency-time vector. An example of recognizing a voice 
stream with a limited number of words is given. The results allow us to 
determine the insufficient accuracy of speech recognition (30-35%).

The method of automatic recognition of isolated words is described in 
[25, p. 139]. When building the architecture of the NN and choosing the 
number of input neurons, the actual aspects of human language perception 
are taken into account. Therefore, the NN consists of 25 neurons of the 
upper layer, three neurons of the inner layer and one output neuron, the 
activation function is sigmoidal. In the experiment, ten numbers were 
spoken, as well as the names of 40 cities. The number of announcers is 
17 women and 15 men. The mel-cepstral analysis algorithm was used for 
phoneme selection. The given results indicate insufficient accuracy of 
speech recognition, which is in the range of 13-23%.

The method of phoneme recognition in the voice signal is described in 
[20, p. 12]. It is shown that the use of phoneme recognition methods requires 
preliminary segmentation of the VS to obtain the vector of properties of 
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individual phonemes. The shortcomings associated with the predetermined 
type and number of conversion factors, which can lead to duplication and 
redundant information in the VS, are pointed out. The proposed structure of 
the phoneme recognition system in VS. The input signal enters the input of 
the delay line, which forms the input vector NN. Next, the signal enters the 
neural correlation layer. Then – to the input of the analysis layer. The outputs 
of the analysis layer are features of a separate phoneme. The advantages of 
the system include the compactness of its structure.

In the neural network system for recognition of VS of the company 
Microsoft, NNMs of the type with direct signal propagation are used. 
Although it was not possible to find a detailed description of this system, 
but based on indirect data [5, p. 125; 20, p. 12] and based on practical 
experience, it is possible to note that a multi-criteria approach was used to 
determine the optimal type and parameters of the NNM, the training method 
was optimized with positions to minimize the training period. In addition, 
when building the system, limitations related to computing resources are 
taken into account.

The approach of the combined use of multilayer NNMs and hidden 
Markov models is considered in [26, p. 127]. The considered advantages of 
NN are the possibility of learning with the help of a small acoustic database 
with phonetic transcription, while the parameters of the Markov chain 
are estimated only on the basis of a large lexical database. It is indicated 
that the disadvantage of NNM is its poor adaptability to work with time 
series. It is also shown that the compatible approach makes it possible to 
use conditional probabilities at the stage of linguistic modeling and thereby 
narrow the search circle.

The neural network training method without word segmentation is 
proposed in [17, p. 57]. The use of NN with direct signal propagation, which 
is intended for the recognition of individual phonemes in VS, is considered. 
As input parameters, 16 energy characteristics of VS obtained in 15 time 
windows were used. Each of the output neurons of the NN corresponds to 
a separate phoneme. In the process of learning on each individual word, 
it is provided not to adjust the weight coefficients of connections leading 
to output neurons for which there are no corresponding phonemes in this 
word. Due to this, the possibility of refusing the procedure of preliminary 
segmentation of the VS is declared.
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In [4, p. 10], the principle of increasing the speed of learning and 
generalizing capabilities of NN due to the use of wavelet transformations is 
proposed. Based on this approach, a new modification of NN – with a module 
of inverse wavelet decomposition of the output signal was developed. It is 
proposed to use the specified approach and modified NN for recognition 
of VS. The results of comparative experiments on the recognition of the 
isolated sound "a" using conventional and modified NN are presented. 
A significant advantage of the latter is noted, which is expressed in a tenfold 
reduction in the training time and in a reduction in the relative recognition 
error from 11.57% to 0.003%.

The neural network algorithm for speech recognition is described in 
[16, p. 96]. The recognition algorithm consists of the following stages: entering 
an acoustic signal into the computer and selecting word boundaries, selecting 
parameters that characterize the spectrum of the signal, using NN to assess 
the proximity of acoustic parameters, and comparing with standards in the 
dictionary. As 39 input signals of NN, the results of spectral analysis of VS were 
used. The given results prove that the accuracy of neural network recognition is 
not inferior to the accuracy of traditional acoustic-phonetic methods.

In [2, p. 23], the clustering of the space of features of speech signals using 
the Kohonen map is described. The possibility of using the Kohonen map 
for phoneme clustering and word clustering is shown. Various modifications 
of the methods of teaching NN have been proposed. It is proved that the 
accuracy of recognition of VS is within 96-99%.

In [15, p. 102], the rationale for the selection of linguistic features for 
learning NN is given. It is proved that phonemes can be the initial data for 
learning NN. It is shown that it is possible to apply the results of: wavelet 
transform, windowed Fourier transform, or Hilbert-Huang transform to 
process the energy indicators of VS to form input data of NN. The given 
results indicate the same effectiveness of the indicated transformations.

The method of fuzzy matching of speech images in the neural network 
basis for recognizing isolated words of the Russian language is described 
in [8, p. 115]. In the method, the speech signal is presented in the form 
of a two-dimensional spectral-temporal image obtained using a windowed 
Fourier transform. The unknown image is considered as a clear relation 
between a set of frequencies and a set of time intervals. It is indicated that 
when using this method, the accuracy of recognition reaches only 76%.
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In [12, p. 59], a neural network approach to the integrated representation 
and processing of information in intelligent systems was developed. Methods 
and algorithms of neural network processing of language information were 
developed and keyword recognition NNS was created. It is proposed to 
use dynamic associative memory devices based on recurrent NNs. The 
parameters characterizing the sound wave were used as input information. 
In general, the recognition system represents a hierarchical structure that 
analyzes the speech flow at the acoustic-phonetic, morphological, lexical 
and semantic levels. For the analysis at the acoustic-phonetic level, the 
Kohonen map was used, the input data of which was obtained by applying 
the perceptual linear prediction method to the VS.

In [9, p. 45], a set of neural network models for phoneme recognition 
was considered in VS when controlling a text editor. A two-layer perceptron 
with a 20-10-1 connection structure was used, the number of inputs of 
which corresponds to the period of the main tone of a specific announcer.

In [20, p. 15], a system of automatic speech recognition based on neural 
network technology is described. The system has a hierarchical structure that 
corresponds to the traditional levels of linguistic information processing – 
acoustic-phonetic, lexical and phrasal. A specific structure of the NNM, 
which is based on the use of the RBF network, has been developed. The 
peculiarities of setting up the recognition system for a specific announcer 
are considered. General approaches to the use of recurrent NNs at the upper 
levels of analysis are also described.

In [10, p. 512], the method of determining the most informative features 
of the speech signal is considered. The method is designed to determine the 
input parameters of the NN, which is used for the selection of vocalized 
segments and the classification of vowel phonemes. It has been proven that 
the correlation parameter between readings is highly informative in the task 
of isolating vocalized segments. It is proposed to use parameters that take 
into account the structure of vowel sounds to search for vowel formants.

In [11, p. 3], a method for building a speech recognition device based 
on a hybrid neuro-Markov model is proposed. It has been proven that NNs 
allow creating acoustic models that are more compact compared to models 
based on the theory of hidden Markov models. It is declared possible to 
create such a model based on NN with direct and reverse connections. Two 
cases of combining NNM and Markov model are described. In the first 
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case, NN is used only at the stage of acoustic analysis, and at the stage of 
lexical analysis, a hidden Markov chain is used. In the second case, NN is 
used to determine the transition probabilities of the hidden Markov chain. 
It was noted that the difficulties of creating the NNM are related to the non-
stationary nature of the VS.

The article [9, p. 47] describes the method of sliding phonetic analysis 
and the structure of a multi-level system of automatic speech recognition 
based on NN. The method is based on the postulate that vocalized VS 
consists of stable intervals that characterize phonemes and unstable 
intervals that refer to interphoneme transitions. To ensure insensitivity to 
changes in the duration of phoneme sound, the method uses the idea of 
approximating the stationary intervals of the NNM of reference elements 
of speech. To describe the standard, it is proposed to use NNM with the 
structure 80-10-10-1. The given results of phoneme recognition confirm the 
promisingness of the proposed method.

A neural network model for fusion speech recognition is proposed 
in [28, p. 1678]. NNMFSR is based on the concept of dividing VS into 
separate phonemes and transitions between them. The model consists of 
three modules representing NNs capable of learning using Hebb's rule. The 
input of the model is the mel-cepstral coefficients of the VS. In the first 
module, the VS is segmented into intervals of different lengths. Each of 
the intervals corresponds to various variants of phonemes and transitions 
between them. In the second module, phonemes are recognized, and in the 
third – individual words. The given results indicate that the recognition 
accuracy is about 90%.

So-called deep NNs are used in the VS recognition tools used in the 
Google search system and the Android operating system [13, p. 21]. At 
the first stage, the weighting coefficients are pre-adjusted. The method 
"without a teacher" is used, which is based on the application of a restricted 
Boltzmann machine. At the second stage of training, the method "with the 
teacher" is implemented using the backpropagation algorithm. The use of 
DNN allows processing powerful voice streams, but requires significant 
computing power. We should also note that a complete detailed description 
of the methods of construction of DNN has not been found.

In [1, p. 2778], the automatic phoneme recognition system in VS is 
described. The system provides a two-stage recognition method. At the first 
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stage, VS is divided into phonemes. For this, the analysis of the frequency 
characteristics of the VS is used. Phoneme recognition occurs at the second 
stage using NNM or hidden Markov models. The structure of APRS is 
presented, the preparation of its input parameters and the segmentation 
algorithm are described. 

As a result of the analysis, taking into account the defined conditions 
of the tasks of recognition of VS in DLS, by analogy with [24, p. 126], it 
was determined that the effectiveness of NNM recognition of VS in DLS 
is associated with the implementation in them a set of basic procedures 
G: single-criterial and multi-criteria selection of the type of NNM  
(G1, G2), single-criteria and multi-criterial selection of NNM parameters 
(G3, G4), adaptation to the training method (G5), effective coding of output 
parameters (G6), selection of permissible types of NNM (G7), formation 
of effective training set (G8), predicting the sufficiency of computational 
resources (G9). It is also possible to argue about the insufficient adaptation 
of known NNMs to the conditions of domestic DLSs. As a result, the 
conducted analysis indicates that effective recognition of VS in DLS can 
be implemented on the basis of the neural network method of recognizing 
selected phonemes, which involves the implementation of certain basic 
procedures. The development of the specified method leads to the need to 
improve the methodological principles of the application of the NNM of 
phoneme recognition in the DLS VS and predict the adequacy of computing 
resources of the DLS web server.

4. Conceptual model of neural network phoneme recognition
A peculiarity of the task of neural network recognition of phonemes 

in the VS of DLS members is the need for theoretical substantiation of 
the characteristics of neural network models and methods adapted to the 
conditions of DLS both in the case of announcer-dependent and in the case 
of announcer-independent recognition. The indicated conditions include the 
permissible development period, the possibility of attracting labor resources, 
the availability of access to the databases of audio recordings necessary for 
the training of NNM, the peculiarities of the acoustic parameters of the VS 
and the available amount of computing resources of the DLS web server. 
Solving the given scientific task will allow solving such practical problems 
as voice response recognition in the process of computer testing, voice 
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command recognition and voice authentication of DLS users by recognizing 
the secret word (password) spoken by them. In the case of announcer-
dependent recognition, the specified practical tasks take into account the 
features of a specific user's VS, and in the case of announcer-independent 
recognition, these features are not taken into account. At the same time, 
the tasks of filtering the VS, selecting phonemes from the VS, and forming 
individual words from the recognized phonemes are considered solved.

According to recommendations [19, p. 347], the starting point for 
solving the formulated task was the development of a conceptual model 
for ensuring the effectiveness of neural network phoneme recognition. In 
general, a conceptual model is a model of a subject area consisting of a 
list of interrelated concepts that are used to describe this area together with 
properties and characteristics, classification of these concepts by types, 
situations, signs in this area, and the laws of flow in it processes. A conceptual 
model is a reflection of a concept, the concept of which is understood as a 
certain method of judgment, interpretation of certain phenomena, a basic 
point of view, a guiding idea for their systematic coverage. We note that 
the development of a conceptual model is a generally accepted starting 
point for the development of a methodological base, which is a system of 
principles and methods of organizing and building theoretical and practical 
activities, as well as teaching about this system. Since the practical result 
of the dissertation work involves the creation of software and hardware 
for phoneme recognition, to determine the effectiveness of the process of 
neural network phoneme recognition, it is planned to use definitions from 
the field of computer and software engineering. According to international 
standards in this field, efficiency is a set of attributes that determine the 
relationship between the levels of execution of the software system, the 
use of resources (tools, equipment, materials, etc.) and services performed 
by full-time service personnel, etc. The performance characteristics of the 
software system include:

– responsiveness – an attribute that indicates the time of response, 
processing and performance of functions;

– resource intensity – an attribute that determines the amount and duration 
of resources used when performing functions of the software system;

– compliance – an attribute that indicates the compliance of this attribute 
with given standards, rules and prescriptions.
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In accordance with the above definitions, at the first stage of creating a 
conceptual model, the terminology used in the field of application of NN 
for recognition of VS was harmonized. Harmonization is carried out from 
the standpoint of reflecting the current state of science and practice and 
supports the solution of the problems of the dissertation work. As a result, 
the following terms are defined: 

– VS is a complex acoustic signal, the source of which is the human 
voice. In the context of this dissertation, a synonym for the term VS is 
a speech signal, although in general there are certain differences between 
these terms.

– Phoneme-like element – a fragment selected in the VS, the parameters 
of which correspond to a separate phoneme.

– Phoneme is a minimal structural and functional sound unit of language, 
which serves to find differences and identify significant units of language.

– NN is a network of artificial neurons interconnected by synaptic 
(weighted) connections.

– NNM – a model of NN, characterized by the method of learning, the 
method of signal propagation, the structure of connections and the type of 
artificial neuron. The specified parameters and their combinations determine 
the type of NNM. A synonym of the concept of the type of NNM is the 
architecture of NNM. Derived from the term NNM are neural network 
methods, NNS and NNM, that is, these are methods, systems and tools that 
are based on NN. Since in the general case the concept of a tool is understood 
as a tool (object, device, set of devices), the concept of NNM is collective 
for NNM and NNS, which are used to recognize phonemes in VS DLS. 
The hardware and software implementation of such devices will be called 
instrumental NNM. It is also determined that in relation to the task of this 
dissertation research, the conceptual model is intended for the formalization of 
cause-and-effect relationships, which are inherent in the process of phoneme 
recognition in VS, determined by the need to increase the efficiency of DLS. 
In addition, the conceptual model should take into account:

– operating conditions of the NNM of phoneme recognition, determined 
by the nature of the interaction of its individual parts and components of 
the DLS;

– the need to implement the effective application of NNM for phoneme 
recognition and the direction of improving its functioning;
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– possibilities of managing the NNM and defining its controlled 
variables.

Taking into account the generally accepted technology of the application 
of the NNM, constructed shown in Figure 2. Decomposition diagram of 
neural network phoneme recognition. The purpose of the component parts 
of this diagram is as follows:

– Formation of parameters of educational examples – determination of 
a set of input and output parameters for each phoneme and the method of 
their coding to a form suitable for use in NNM.

– Formation of the training sample – determination of such a set of 
training examples that correspond to the standards of phonemes. The 
number, quality, and nomenclature of examples should be sufficient for 
teaching NNM. 

– Determination of the type and parameters of NNM – the choice for 
the application of this type of NNM, with such parameters that most fully 
meet the conditions of the task of phoneme recognition in the VS of a 
specific DLS.

– Application of NNM – phoneme recognition in VS. It should be taken 
into account that the use of NNM leads to a load on the DLS web server and 
may lead to the exhaustion of its computing resources.

The next stage of creating a conceptual model was the development 
shown in Figure 3 schemes of NNM phoneme recognition components. 

The scheme takes into account the peculiarities of the implementation of 
the NNM in the conditions of the DLS:

– imperfection of the methods of forming the parameters of training 
examples for NNM, which are intended for phoneme recognition;

– a long period of training sample formation for NNM in the case of 
limited access to the phoneme database;

– difficulty of accessing existing phoneme databases;
– additional load on the DLS web server due to the functioning of 

recognition tools. 
Therefore, the scheme provides for the possibility of forming the parameters 

of training examples and the training sample with the help of expert data.
Analysis of the data shown in Figure 2 and Figure 3 allows us to state 

that the effectiveness of neural network phoneme recognition is influenced 
by a number of factors shown in Figure 4. 



127

Chapter «Engineering sciences»

Expert
Parameters of 

educational 
examples

Study sample NNM

DB
phoneme

Web-server

Phoneme-like 
elements

integrates

forms

recognizesintegrates

uses loads

forms

 

Figure 3. Scheme of interaction of NNM components  
of phoneme recognition in VS DLS

Effectiveness of the 
neural network process
phoneme recognition

Learning process NNM Resource 
capacity

C
ho

ic
e 

of
 s

pe
ci

es
N

N
M

B
us

yn
es

s
D

LS
 w

eb
 s

er
ve

r

M
an

ag
em

en
t

N
N

M
 p

ar
am

et
er

s

Fo
rm

at
io

n 
of

 a
 s

et
 o

f 
ed

uc
at

io
na

l e
xa

m
pl

es

Fo
rm

at
io

n 
of

 p
ar

am
et

er
s 

  
of

 e
du

ca
tio

na
l e

xa
m

pl
es

 
Figure 4. Factors affecting recognition efficiency



128

Liudmyla Tereikovska, Ihor Tereikovskyi

In addition, it can be argued that the effectiveness of neural network 
recognition should be evaluated from the point of view of the effectiveness 
of the NNM application process and from the point of view of NNM 
training. Performance indicators should reflect the duration, resource 
intensity and accuracy of the specified processes. Thus, the data shown 
in Figure 5 indicators for evaluating the effectiveness of neural network 
phoneme recognition.

As a result, it was determined that in an analytical form, the conceptual 
model of ensuring the effectiveness of the neural network phoneme 
recognition process can be displayed using expressions (1-3).

E f E ENN DS� � � �, ,                                       (1) 
E f e eNN � � �1 2, ,                                          (2) 
E f e e eDS � � �3 4 5, , ,                                       (3) 
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where EΣ is the integral efficiency of the process; ENN – efficiency of 
creation and application of NNM; EDS – effectiveness of creating a training 
sample; e1 – definition of effective types of NNM; e2 – determination of NNM 
parameters; e3 – resource intensity of NNM application; e4 – determination 
of parameters of educational examples; e5 – training sample formation.

The analysis of the developed conceptual model allows us to state that for 
the effective application of NNM for phoneme recognition in the VS DLS, 
it is necessary to supplement the methodological base with the following 
principles: the admissibility of the application of the type of NNM, the 
determination of the set of effective types of NNM, the evaluation of the 
effectiveness of the NNM type, the determination of the expected output 
signal for phoneme standards, the forecast use of phoneme recognition 
NNM of computing resources of the DLS web server, assessment of NNM 
efficiency and use of expert knowledge to form a training sample.

5. Principles of application of neural networks
The principle of determining the set of effective types of NNM for 

phoneme recognition in VS DLS. According to the conclusions of [21, p. 78], 
the determination of the set of types of NNM, which ensure effective 
recognition of phonemes in the VS DLS, is presented as a procedure of the 
following type:

M M Md d e→ → ,                                      (4) 
where Ma  is the set of available types of NNM; Md  is a set of 

permissible types of NNM; Me  is the set of effective types of NNM.
The principle of admissibility of the application of the NNM type for 

phoneme recognition in the VS DLS. As evidenced by the results of the 
conducted research, the main factor that affects the formation of a set of 
permissible types of NNM used to recognize phonemes in VS in DLS is the 
provision of effective training of NNM. To do this, it is necessary to perform 
the following procedures in an acceptable time: determine and code the input 
and output parameters of the NNM, create a training sample and implement 
the training process. The first procedure is carried out at the preparatory 
stage of the development of the NNM. Therefore, attention is paid to the 
implementation of the second and third procedures. The acceptable term 
for the creation of the training sample and the training of NN is determined 
based on the requirements for the creation of DLS resources, i.e.:
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t tg d≤ ,                                                (5)
where tg  is the general term of learning NN to recognize phonemes 

in VS; td  is an acceptable term for the creation of the NNM of phoneme 
recognition in VS.

Thus, the principle of admissibility of using the і-th type of NNM for 
phoneme recognition in VS DLS is given by the following rule:

If t m t mg i d i� � � � � �Md ,                                 (6) 
where �mi  is і-th type of NNM; Md  is the set of admissible types of NNM.
The principle of evaluating the effectiveness of the type of NNM intended 

for phoneme recognition in the VS DLS. By analogy with [19, p. 350], it is 
considered that among the set of admissible i-th type of NNM is the most 
effective if the efficiency function for it takes the maximum value: 

max , ,� �� �
V

I
i

V V V1 2 ,                                     (7) 

 where I is the number of NNM species; Vi  is the efficiency function of 
the і-th type of NNM.

The calculation of the value of the efficiency function is performed as follows:

V R m m i Ii
k

K

k k i i� � � � � �
�
�

1

1� , , ,� �Md                           (8)

where αk  is the weighting factor of the k-th efficiency criterion; mi  – 
і-th type of NNM; Md  is the set of permissible types of NNM; K is the 
number of efficiency criteria; R mk i� �  is the value of the k-th criterion for 
the NNM of the i-th type.

According to the results of [19, p. 350], the criteria for choosing the 
most effective type of NNM should reflect the extent of its adaptability to 
the given applied problem. Thus, by the k-th criterion for determining the 
most effective type of NNM, we will understand the degree of provision in 
the NNM of the k-th requirement of the problem of phoneme recognition in 
the VS DLS. An example of such a criterion is the measure of ensuring the 
requirement for non-iterative learning in NNM.

The principle of determining the expected output signal of NNM for 
phoneme standards. The value of the output signal should reflect the 
similarity of the initial examples. Otherwise, learning NNM can become 
difficult. Therefore, the output signal for phoneme standards is proposed to 
be described by the expression:
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Yф = f (dф),                                              (9)
where Yф is the expected output signals of NNM for phoneme standards 

Ф; dф is a set of measures of similarity between the components of Ф.
Since phonemes are supposed to be recognized based on the analysis 

of their acoustic characteristics, it is proposed that these characteristics be 
reflected in the degree of similarity between phonemes.

The principle of forecasting the use of NNM phoneme recognition of 
computing resources of the DLS web server. The load on the DLS web 
server due to the use of phoneme recognition NNM directly depends on the 
number of calls to this system. Similar processes are effectively described 
using the theory of wavelet transforms. Therefore, it is proposed to predict 
the load of the web server using a wavelet model of the change in the 
number of requests:

Q f Wweb � � � ,                                        (10)
where Qweb  is the load of the DLS web server; W is a wavelet model of 

changes in the number of calls to the DLS web server.
The principle of evaluating the effectiveness of NNM phoneme 

recognition. By analogy with [20, p. 37], it is proposed to evaluate the 
effectiveness of NNM based on a set of parameters that indicate the degree 
of ensuring that they perform the procedures that are considered necessary 
for effective phoneme recognition in the VS DLS:

Es = f (П ),                                             (11)
where Es is the efficiency of NNM; П is a set of proposed parameters.
The principle of using expert knowledge to form an educational sample. 

This principle assumes that training examples can be formed on the basis of 
expert knowledge about phonemes in the form of production rules of the form:

If x X X x X X Ymin max
K K

min
K
max� �1 1 1� �� ��� � � �� �� �, ... , ,              (12)

where x xK1,…  are phoneme identifying parameters; 
X X X Xmin max

K
min

K
max

1 1, , ,�� �� ��� ���  – given ranges x xK1,… ; К is the number of 
identifying parameters; Y is the result of the production rule (expected 
phoneme).

It is expedient to use the developed principles described by expressions 
(4-12) as a basis for creating models of the processes of using NNM for 
phoneme recognition.
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6. Conclusions
It was determined that the main functions of the module for recognizing 

the voice of DLS members are their identification when entering the DLS, 
determining the voice response in the process of computer testing and 
determining the voice command when using DLS services. It is substantiated 
that the functioning of such a module can be implemented on the basis of 
the NNM of phoneme recognition in VS. At the same time, the conditions 
for the implementation of the NNM of VS recognition are characterized by 
limitations on the development period, the involvement of labor resources, 
and restrictions on access to the audio recording databases necessary for 
the training of the NNM, and lead to the need to forecast the load on the 
DLS server and take into account the requirements for the VS transmission 
channel, microphone, acoustics premises, hardware and software.

Inadequate adaptation of known NNMs of VS recognition to the conditions 
of domestic DLSs has been proven. It is substantiated that effective recognition 
of VS in DLS can be implemented on the basis of a neural network method 
for recognizing selected phonemes, which involves the implementation of 
basic procedures: single-criteria and multi-criteria selection of the type 
of NNM, single-criteria and multi-criteria selection of NNM parameters, 
adaptation of the learning method, effective coding of initial parameters, 
definition of admissible types of NNM, formation of an effective training 
sample, prediction of the sufficiency of computing resources.

A conceptual model of neural network recognition of phonemes in the 
VS of the DLS member has been developed, which ensures the formalization 
of the process of building the NNM of phoneme recognition in the VS of 
the DLS member.

The principles of the application of NM for recognizing phonemes in the 
VS of the DLS member were formed: the principle of determining the set 
of effective types of NNM for recognizing phonemes in the VS of the DLS 
member; the principle of admissibility of using the NNM type for phoneme 
recognition in the VS DLS; the principle of evaluating the effectiveness of 
the type of NNM intended for phoneme recognition in the VS of the DLS; 
the principle of determining the expected output signal of the NNM for 
phoneme standards; the principle of forecasting the use of NMS phoneme 
recognition computing resources of the DLS web server; the principle of 
evaluating the effectiveness of NNM phoneme recognition; the principle of 
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using expert knowledge to form an educational sample. It is expedient to 
use the specified principles as a basis for creating models of the processes 
of using the NNM of phoneme recognition in the VS of a member of DLS.

Thus, as a result of the conducted research, the conceptual principles of 
neural network recognition of phonemes in the VS of DLS members were 
developed. 
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